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1 Abstract
The rapid advancement of foundation models like large vi-
sion language models (VLMs) has paved the way for intelli-
gent agents capable of autonomously interacting with Graph-
ical User Interfaces (GUIs). This tutorial provides a compre-
hensive overview of the latest innovations in GUI agents and
influential work across data resource, framework, and appli-
cation.

2 Tutorial description
This tutorial aims to provide a structured overview of the lat-
est work in the field of GUI agents. As depicted in Figure 1,
we deconstructs GUI agent ecosystems into three critical pil-
lars: multimodal data resources, algorithmic frameworks, and
applications: Data resources, such as user instructions, user
interface (UI) screenshots, and behavior traces, form the cor-
nerstone for the architecture design of GUI agent [Rawles et
al., 2023; Lu et al., 2024]; Frameworks orchestrate the power
of foundation models, knowledge bases and tools to enable
intelligent and reliable decision-making [Li et al., 2024a;
Wang et al., 2024a; Zhu et al., 2024]; Applications repre-
sent the concrete setups for domain-optimized implementa-
tion [Lai et al., 2024; Liu et al., 2024]. The current state of
these aspects reflects the maturity of the field and highlights
future research priorities.

To this end, we organize this tutorial to be a captivating
review and lecture around three key areas: Data Resources,
Frameworks, and Applications.

3 Tutorial Content
3.1 Target Audience
The tutorial is developed for researchers and engineers who
are interested in GUI Agents.

This tutorial balances the introductory and advanced mate-
rial, i.e., 50 % for beginners and 50 % for intermediate and
advanced researchers.

In addition, as this tutorial will be an organic combination
of (1) the application of GUI agents, as well as (2) the algo-
rithmic advancement of GUI agents in their framework and
grounding models, we believe that both the business practi-
tioner as well as researchers focusing on algorithmic aspects
will benefit from our contents.

Figure 1: The foundational aspects and goals of GUI agents.

3.2 Prerequisites
As to prerequisites, basic background of Large Language
Models and Automatic Agents would be sufficient. Since we
will introduce the basic concepts of both topics, a background
in them will be helpful but is not a strict requirement.

3.3 Agenda
This will be a 1/2 day tutorial to cover the state-of-the-art
research for GUI Agents with theories and applications.

• Part I: Introduction
Duration: 15 minutes, Presenter: Shuai Wang
We start by motivating the formulation of GUI agents
with foundation models and their existing challenges.

– Motivation
– Formulation of GUI Agents [Wang et al., 2024c]
– Challenges

• Part II: GUI Agents Data Resource
Duration: 30 minutes, Presenter: Kaiwen Zhou and
Yuqi Zhou
This is the core part, we focus on recent datasets and
benchmarks to train and evaluate the capabilities of
VLM- based GUI agents.

– Datasets [Rawles et al., 2023; Lin et al., 2024]
– Environments [Rawles et al., 2024]
– Evaluation Benchmarks [Chen et al., 2024c]

• Part III: GUI Agents Construction
Duration: 60 minutes, Presenter: Rui Shao and Gong-
wei Chen



This is the core part, we delve into the innovative frame-
work of GUI Agents, especially focusing on recent ad-
vancements in the grounding models and multi-agent
frameworks.

– Grounding Models [Yang et al., 2024; Gou et al.,
2024; Lin et al., 2024]

– Multi-Agent Frameworks [Wang et al., 2024b; Zhu
et al., 2024; Zhou et al., 2025]

• Part IV: GUI Agents Applications
Duration: 30 minutes, Presenter: Shuai Wang
In this part, we discuss the commercial applications
widely used in industrial settings.

– Apple Intelligence
– OpenAI Operator
– AutoGLM [Liu et al., 2024]

• Part V: Open Questions and Future Trends
Duration: 30 minutes, Presenter: Rui Shao
In this part, we summarize and discuss several key re-
search questions that require urgent attentions in this
field.

– Personalized GUI Agents
– Security of GUI Agents
– Inference Efficiency

4 Short Bio
In this section, we briefly introduce the 5 presenters of this
tutorial.
Shuai Wang is a senior researcher at Huawei Noah’s Ark
Lab. He received his Ph.D. from Peking University in
2021. Currently, his research focuses on the basic re-
search and applications of GUI agents [Zhou et al., 2025;
Chen et al., 2024c; Wang et al., 2024c]. Dr. Wang’s work
has contributed to the cutting-edge industrial applications. He
has been published papers in top machine learning confer-
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Lab. He received his Ph.D. and M.Phil. from the Chinese
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He is currently interested in research topics related to agent
[Chen et al., 2024c; Chen et al., 2024b], optimization for ma-
chine learning and out-of-distribution generalization of ma-
chine learning solutions. Dr. Zhou has published more than
10 papers in top conferences and journals in arificial intel-
ligence such as NeurIPS, ICML, ICLR, AISTATS, IJCAI,
AAAI, etc. He also served as a program committee member
at NeurIPS, ICML, ICLR, AISTATS.
Rui Shao is currently a professor with Harbin Institute of
Technology (Shenzhen). He received his B.Eng. and Ph.D.
degree from University of Electronic Science and Technol-
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in 2021, respectively. His research interests lie primarily in
multimodal learning and computer vision. He has published
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and conferences, such as TPAMI, IJCV, CVPR, ECCV. He
serves as a reviewer for many top journals and conferences,
including TPAMI, IJCV, CVPR, ICCV, ECCV. He serves as
an Area Chair of ACM MM, BMVC, and Panel Co-Chairs
of ICMR. His current research interests include multimodal
large language models (MLLMs) [Chen et al., 2024a; Shen
et al., 2024] and agents [Chen et al., 2024c; Li et al., 2024b;
Li et al., 2025]. He has taught several computer science
lessons, such as Computer Network.
Gongwei Chen is currently a postdoc at Harbin Institute of
Technology (Shenzhen). He received his Ph.D. degree from
the Institute of Computing Technology, Chinese Academy of
Sciences (ICT, CAS), and his B.Eng. degree from the Univer-
sity of Science and Technology Beijing (USTB). His current
research interests include multimodal large language mod-
els (MLLMs) [Chen et al., 2024a; Shen et al., 2024] and
MLLM-based agents [Chen et al., 2024c; Li et al., 2024b;
Li et al., 2025]. He has published more than 10 papers in top
conferences and journals, including CVPR, NeurIPS, ICLR,
ACM MM, TIP, etc.
Yuqi Zhou is currently a second-year Ph.D. candidate at the
Gaoling School of Artificial Intelligence, Renmin University
of China. He received his Bachelor’s degree in Computer
Science and Technology from Harbin Institute of Technol-
ogy (Shenzhen). His research focuses on GUI Agents and
their applications in mobile agent construction. He has pub-
lished papers in top-tier conferences, including KDD, ACL,
and CIKM, contributing to advancements in artificial intelli-
gence and human-computer interaction.
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